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A B S T RAC T

The aim of this article is to present the functioning of a dual algorithm/human 
analysis and to investigate the means with which to study hate speech, espe-
cially sexism-related hate speech, in the online environment, focusing on 
social media comments and hashtags. Another aim is to investigate new lin-
guistic trends in contemporary online hate speech that can be revealed via 
quantitative hate speech analysis. In the first part, the concept of hate speech 
is briefly introduced in a linguistic context. In the second part, an example of 
a Twitter hashtag is analyzed. In the third part, an algorithm for the identifica-
tion of sexism-related hate speech from the corpus available at hatespeechdata.
com is discussed. The article demonstrates the methods of evaluating selected 
types of online content for the presence of hate speech. It is made evident that 
algorithm-based hate speech qualification is an insufficient tool for identify-
ing hate speech and that qualitative analysis by a trained linguist is necessary.
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S T R E S Z C Z E N I E

Lingwistyczna analiza mowy nienawiści związanej z  seksizmem 
w mediach społecznościowych

Artykuł ma na celu przedstawienie funkcjonowania analizy dualnej algorytm-
-człowiek oraz sposobów badania w szczególności mowy nienawiści związa-
nej z  seksizmem w  środowisku internetowym, z  naciskiem na komentarze 
i  hashtagi w  mediach społecznościowych, oraz zbadanie nowych trendów 
językowych we współczesnej mowie nienawiści w  Internecie, które można 
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ujawnić za pomocą ilościowej analizy mowy nienawiści. W pierwszej części 
pokrótce wprowadzono pojęcie mowy nienawiści, odnosząc się do kontekstu 
językowego. W  drugiej części przeanalizowano przykładowy hashtag Twit-
tera. W trzeciej części wykorzystano algorytm identyfikacji mowy nienawiści 
na tle seksizmu z korpusu dostępnego na stronie hatespeechdata.com. W arty-
kule przedstawiono metody oceny wybranych typów treści internetowych pod 
kątem obecności mowy nienawiści. Zostaje dowiedzione, że algorytmiczna 
kwalifikacja mowy nienawiści jest niewystarczającym narzędziem w identy-
fikacji mowy nienawiści i konieczna jest analiza jakościowa przeszkolonego 
językoznawcy.

S Ł O WA  K LU C Z E :  mowa nienawiści, algorytm, media społecznościowe, 
język, seksizm

Introduction

Today, a range of phenomena related to linguistic crime and abuse is gar-
nering interest in the studies of digital communication, due to the pro-
duction of a large number of comments within social networks (Assima-
kopoulos et al., 2017). Although some policies have been instituted by the 
administrators of social media outlets, there is an observable lack of con-
sistent legislation and tools to identify and manage undesirable content. 
For the most part, the online community is believed to be self-regulatory, 
i.e., ideally the users themselves should be able to create a space free from 
hate and other abuse. However, to facilitate the process of identifying and 
eradicating such content, it is common to use algorithms that detect it 
using predetermined characteristics. The aim of this article is to present 
the functioning of such a dual algorithm/human analysis using examples 
and to investigate the means with which to study hate speech, especially 
sexism-related hate speech, in the online environment, focusing on social 
media comments and hashtags. Furthermore, the article is intended to 
investigate new linguistic trends in contemporary online hate speech that 
can be revealed via quantitative hate speech analysis. In the first part, the 
concept of hate speech is briefly introduced in a linguistic context. In the 
second part, an example of a Twitter hashtag is analyzed. In the third part, 
an algorithm is used for the identification of sexism-related hate speech 
from the corpus available at hatespeechdata.com. Thus, the article dem-
onstrates the methods of evaluating selected types of online content for 
the presence of hate speech. It is made evident that algorithms for deter-
mining hate speech are an insufficient tool and that qualitative analysis by 
a trained linguist is necessary.
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Hate speech and its linguistic analysis

The concept of online hate speech is relatively new, having appeared in the 
virtual realm a few years ago. In the international terminology, there is no 
single legally binding definition of the term hate speech. What stands out, 
however, is its basic feature, which may be described as the use of pejora-
tive, offensive, and/or vulgar terms in relation to a  factor that identifies 
a person or group of people. Such factors may be related to religion, eth-
nicity, race, nationality, gender, or many other distinguishing features of an 
individual/group. Also, there are a number of documents which attempt 
to provide a legal framework within which one can consider the notion of 
hate speech (for an exhaustive discussion, see e.g. Assimakopoulos et al., 
2017; Carlson, 2021; Pejchal, 2020). For instance, in the United States, it 
has been identified by the Supreme Court as contradicting the basic con-
stitutional right to freedom of speech (UNSPAHS, 2019), while in the 
European Union we can invoke the Framework decision on combating cer-
tain forms and expressions of racism and xenophobia by means of criminal law. 
According to the latter, the following behaviors are punishable:

• public incitement to violence or hatred directed against a group of 
persons or a member of such a group defined on the basis of race, 
color, descent, religion, or belief or national or ethnic origin;

• the above-mentioned offense when carried out by public dissemi-
nation or the distribution of tracts, pictures, or other material; and

• publicly condoning, denying, or grossly trivializing crimes of geno-
cide, crimes against humanity, and war crimes as defined in the Sta-
tute of the International Criminal Court (Articles 6, 7, and 8) and 
crimes defined in Article 6 of the Charter of the International Mili-
tary Tribunal, when the conduct is carried out in a manner likely to 
incite violence or hatred against such a group or a member of such 
a group. 

 Instigating, aiding, or abetting in the commission of the above offenses 
is also punishable (Framework decision…, 2008).
 It is worth noting that some authors distinguish between hate speech, 
offensive speech, and hate crime (Carlson, 2021). Hate speech can be 
understood as a  broad phenomenon involving multimodal means of 
expression, not only lexical (Carlson, 2021). However, for the purposes of 
this article, the study will be limited to language samples. As Victoria Guil-
lén Nieto (2022) claims in her book, Hate Speech: Linguistic Approaches, 
there has been no significant study of hate speech in the field of linguistics 
and it is treated as a peripheral phenomenon despite, in fact, being rather 
common. In this context, it is worth mentioning the paper “Hate Lingo: 
A  Target-Based Linguistic Analysis of Hate Speech in Social Media” 



Varia

552

perspektywy kultury /
perspectives on culture
No. 42 (3/2023) 

(ElSherief et al., 2018), which provides a useful categorization of the phe-
nomenon and proposes a nuanced view of hate speech. The authors divide 
hate speech into directed and generalized hate, as presented in Table 1.

Table 1. Directed and Generalized Hate

Directed hate Generalized hate
“A shit sucking Muslim bigot like you 
wouldn’t recognize history if I crawled up 
your c*bt. You think photoshop is truth 
machine” [sic]

“Why do so many filthy wetback helf-
-bread sp*k savages in #LosAngeles? 
None of them have any right at all to be 
here.” [sic]

“shut the fuck up you stupid nigger 
I honestly hope you get brain cancer” [sic]

“Ready to make headlines. The #LGBT 
community is full of whores spreading 
AIDS like the Black Plague. Goodnight. 
Other people exist, too.” [sic]

“bitch you breathe too much, shut the fuck 
up” [sic]

“Bringing weird niggers into my 
mentions!”

“I’m partial, faggot..homo...both fairly 
describes the same sick twisted Assholes 
out there.” [sic]

Note. Based on ElSherief et al. (2018).

 As can be seen, importantly for this article, hate speech can be defined 
broadly and various factors need to be taken into account. Stereotypes, 
which are often present in online hate speech, can be both deprecatory and 
positive. Therefore, taking the context into account is the most difficult 
part of detecting hate speech online. It requires extra effort that cannot be 
digitized or automated, such as manual correction by annotators and qual-
ifiers or using the “flagging” function on social media platforms. The latter 
mechanism is important because, for example, on YouTube comments are 
not initially screened, even automatically, and only when a user flags the 
content as inappropriate or offensive do human analysts investigate. 

Research description and results

The research was carried out with the use of three different methods: 
analysis of a Twitter hashtag and of online databases with the help of an 
algorithm, with variables and interpretation based on standard linguistic 
tools and features described by Caleffi (2015), Scott (2017), and Zappavi-
gna (2015), among others. The research was on the topic of sexism and 
hate speech directed towards feminists. Each of these will be subsequently 
discussed.
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#HowToSpotAFeminist: An analysis of a Twitter 
hashtag

A hashtag is a tool that allows specific content to be tracked and followed 
(Scott, 2017, p. 2). It is defined as metadata (containing information about 
other data) that groups posts on the same topic. The metadata could be, 
for example, the date of publication and the medium or the location of the 
computer network on which the post was created. It is also a source of data 
about users of the same range of interests (Zappavigna, 2015, pp. 2–4). 
A hashtag is depicted by a “hash symbol” (#) preceding a text that omits 
spaces in a form of notation, as in the following example (hashtags empha-
sized by italics): @George: Tesla Long-Awaited Electric Pickup Will Be 
With No Handles #Tesla #ElectricVehicles #PickUps #Automotive.
 The phrase preceded by the hashtag symbol automatically becomes 
a clickable link that redirects the user to a page summarizing all publi-
cations where the same hashtagged phrase appears. Since the hashtag 
phenomenon is relatively new, research on its linguistic aspect has only 
recently begun to emerge, so it is worth paying attention to its morpho-
syntactic features. Morphology determines how a word is conceived and 
comprehended, while syntax defines a sentence’s structure (Kibort, 2010). 
The use of hashtags is contributing to a new mechanism of word forma-
tion (Caleffi, 2015). The idea of adding a hashtag to a string of words gen-
erates a new linguistic entity that may constitute different parts of speech 
or may perform different functions in a sentence. The number of hash-
tagged words and the type of characters – whether numbers, letters, acro-
nyms, abbreviations, or entire words – should mainly be considered when 
evaluating them.

Table 2. Classification of Hashtags According to Syntactical and Linguistic features

Type of hashtag Example

Abbreviation/acronym #FBF (Flashback Friday)

Entire single word #mountains
Sentence #HowToSpotAFeminist
Phrase #ThursdayThoughts, #quoteoftheday

Letters and digits #RAF100

Note. Based on Caleffi, 2015, p. 53.

 Following Caleffi’s work, groups of acronyms, single words, sentences, 
and phrases composed of numbers and letters or solely letters were dis-
tinguished. The most characteristic feature of acronyms, whether they 
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consist of only letters or are alphanumeric, is that they do not always refer 
only to commonly known abbreviations. On the contrary, they appear at 
a dynamic pace and can refer to current trends. As proof, in Table 2 we 
demonstrate an example of an acronym that stands for “Flashback Friday” 
and refers to uploading photos or posts referring to past events – on Fri-
days. It therefore embodies terminology used only in specific communities, 
in this case, social media. The most common type of hashtag is the one fol-
lowed by solely one word. As a rule, these are nouns (including first names 
or proper names) or adjectives that constitute metadata in relation to the 
overall publication. Consequently, we distinguished other categories, that 
is, sentences and phrases. Since the classification of hashtags refers to con-
structions containing a  sentence and a  subject, while the phrases most 
often consist of a noun and an adjective or noun phrases, they were consid-
ered separately. Sentences in a hashtag form do not contain spaces. For this 
reason, it is common to capitalize every word. This practice is also used in 
reference to phrasal constructions. Aphorisms, which tend to be pragmati-
cally loaded, appear in the sentence category, which is possible thanks to 
the longer, hash-tagged construction (Caleffi, 2015).
 According to the systemic functional linguistics (SFL) theory, which 
examines the relationship between language and the role it plays in soci-
ety, language has three functions: experiential, interpersonal, and textual. 
If the use of hashtags is treated as a linguistic phenomenon with a certain 
linguistic meaning, one could attempt to analyze it in terms of fulfilling 
these three functions of language (Zappavigna, 2015, p. 6).

Table 3. Hashtag Classification Based on Language’s Functions

Function Example

Experiential/empirical Nose ring, tattoos, partly shaved head #howtospotafeminist

Interpersonal
A lot of people travel to the mountain to see the autumn lea-
ves at the weekend. #sobeautiful

Textual The #Picture is #SoBeautiful & #Inspirational.

Note. Based on Zappavigna (2015, p. 6).

 In the use of hashtags, metacommentary resonating throughout the 
post is a representative attribute of the interpersonal function. The hash-
-tagged items most commonly found for this feature are emotionally char-
ged epithets. In the example specified in Table 3, the noun “picture” and 
the adjectives “beautiful” and “inspirational” act as tags in addition to for-
ming a coherent linguistic structure. Finally, the textual function mainly 
refers to the construction and organization of sentences in a post. Hash-
-tagged words, regardless of what part of speech they constitute, may be 



Anna Bugajska, Paulina Dziedzic – A Linguistic Analysis of Sexism-Related Hate Speech

555

embedded within a  sentence, forming its component element (Zappa-
vigna, 2015). The experiential function in a text is fulfilled by a hashtag 
when its application emphasizes the topic mentioned in the text. It assu-
mes a lemmatized feature, indicating what the post is about. The content 
of the post is not a sentence itself, but only an enumeration of features of 
a person or a group of people unknown to the reader. In this context, the 
hashtag is the main point of the message; it indicates the topic of the post. 
However, without the use of the hashtag, the post itself would be incom-
prehensible for the recipient. This is because it does not contain a subject, 
nor does it indicate the purpose of the statement. The act of tagging the 
question “how to spot a feminist” leads us to conclude that the characteri-
stics mentioned within the message are meant to refer to the entire femi-
nist community.
 The hashtag “#HowToSpotAFeminist” originated in a  Twitter post 
published in 2015 by a  radio host promoting his show. The publication 
rapidly gained great popularity among opponents of the feminist move-
ment. Considering the algorithm-based analysis that computers perform, 
it is likely that the sentence would not be categorized as offensive. This 
stems from the fact that the comment does not contain keywords: com-
monly known vulgarisms or slurs against a particular person or a group. 
Automated methods for detecting hate speech are prone to error due to the 
missing emotional and contextual factors. However, if one were to ana-
lyze the hashtag more deeply in terms of its syntactic and semantic con-
struction, the very act of juxtaposing the predicate “spot” with the object 
“feminist” in the same sentence indicates its stereotypical nature and 
spawns the basis for discriminatory stimuli. The author of the hashtag 
and his followers seem to assume that the personal or physical features 
they name are typical of all feminists. Thus, the hashtag comes down to 
creating a set of assumptions about feminists in the minds of the audience, 
or to reinforcing an existing stereotype. In consequence, the reproduction 
of negative stereotypes may lead to discriminatory behavior, which in turn 
may entail physical or verbal violence in the form of hate speech. The ste-
reotypical judgments generated in relation to the hashtag are presented in 
Table 4. Each of the statements below pigeonholes people who support 
the feminist movement. It is worth noting that the posts imply that being 
a woman is synonymous with being a feminist.
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Table 4. Stereotypes Attributed to Feminists Using the Tag #HowToSpotAFeminist

Example Category
#HowToSpotAFeminist - Usually fat & ugly, always inherently unlike-
able, supremely hypocritical, snarky, annoying, deluded, intransigent.

appe-
arance, 
attitude

#HowToSpotAFeminist is someone who studied Social Sciences, but 
wants to earn like an Engineer. And if she doesn’t, she calls it “inequality”

education

They’re the only one’s without a date #HowToSpotAFeminist love life
#Howtospotafeminist They are wearing pantsuits!!!! dress code

Note. Based on comments found on Twitter.

 Table 4 categorizes the examples given according to the type of stereo-
types attributed to feminists. Thus, the first and last ones emphasize fea-
tures of the appearance and character of female feminists. While the irony 
is palpable, the utterances are free of vulgarisms or offensive words. The 
second and third examples refer to personal features, education, and love 
life. According to these comments, feminists claim equal pay under con-
ditions of unequal positions on the labor market, with a stereotypical ref-
erence to supposedly less demanding studies and jobs that women tend to 
perform (e.g., sociology vs. engineering). 
 As can be seen from the above analysis, if the samples were subjected 
to an automated hate speech detection mechanism, some of them could 
be missed, whereas in fact they would qualify as hate speech. This is due 
to the fact that neither the hashtag itself nor the comments contain key-
words, which are central to the methodology of algorithms. Thus, qualita-
tive analysis is necessary in such cases.

Analysis of a sexism-related online hate speech database

The analysis of the online hate speech database was performed with an 
algorithm written in the programming language Python. The features of 
Natural Language Tool Kit – a set of Python libraries for statistical lan-
guage processing for English – and of the Tweepy library – a library for 
connecting with the Twitter platform – were used to create the code. By 
means of a  special questionnaire, permission was requested from Twit-
ter for an individual key, which was thereafter incorporated into the code 
to conduct the mass research. In parallel, other libraries containing vari-
ous statistical functions for linguistic features were imported. With them, 
the necessary data pieces could be extracted from tweets and subjected to 
statistical analysis. The data set was compared with a control group, data 
with no hate speech detected. The aim of this research was to analyze 
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the linguistic properties of words/phrases, such as the number of words in 
a sentence, the number of compound sentences in one comment, the lexi-
cal diversity (a measurement of the number of different words present in 
a text), the number of lexemes, the variety in parts of speech, and gender 
statistics. 
 The database concerns the subject of sexism. It was created using 10,460 
comments which, as indicated on the website hatespeechdata.com, were 
classified by annotators into Group 1 (offensive comments) or Group 2 
(free of hate speech utterances).

Table 5. Results of Quantitative Comparative Analysis for Most Frequent Variables in the 
Sexism-Related Database

  Hate speech (2,740) Non-hate speech (7,720)
Noun 4.56 3.24
Verb 190 1.35
Personal pronoun 0.99 0.78
Adjective 1.24 1.06
Adverb 1.06 0.77
Preposition/ Subordinating 
conjunction

1.25 1.24

Proper name 2.54 1.68

Determiner 1.11 0.97

Mean number of words per message 21.0 11.0

Mean typos corrected 1.0 1.0

Lexical diversity 0.209009 0.144926

Note. Based on the database available at hatespeechdata.com.

 As reflected in Table 5, all the variables appeared statistically more fre-
quently in the Group 1 comments than in the Group 2 comments. How-
ever, this difference never reached 2.0. Statistically, 1.90 verbs appear in 
each hate speech comment, whereas there are 1.35 in every utterance of 
Group 2. The largest variation was identified in the mean length of com-
ments. While in Group 2 the utterances averaged 11 words, in Group 1 the 
average was 21. The fact that hate speech utterances appear to be nearly 
twice as long as those free of offensive language may be the main contrib-
uting factor to the higher occurrence of other variables seen in Group 1, 
such as the individual parts of speech listed in Table 5, the lexical diversity, 
or the use of the autocorrection tool.
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Table 6. Gender Statistics

  Group 1: Hate speech Group 2: Non-hate speech 

Female 2.45 2.10

Male 3.68 2.83
Note. Based on the database provided at hatespeechdata.com.

 According to figures presented in Table 6, in both groups, female names 
appeared about 1.5 times less frequently than male names (1.5 and 1.34, 
respectively); the latter were more prevalent in the sexist statements than 
in others. 
 The study of the predominantly used lexemes returned the following 
results:
 Group 1: sexist, call, like, female, men, think, woman, get
 Group 2: like, people, get, think, go, really
 It is noteworthy that apart from most of the lexemes, which were rather 
semantically neutral, the offensive comments contained words that clas-
sify and specify a particular gender (“woman,” “men,” or “female”), while 
the statements that are free of hate speech are also free of gender-specific 
terms. Instead, the authors of comments that do not categorize any gender 
as superior to another statistically more often applied the lexeme “people,” 
whose semantic meaning does not indicate any specific sex.

Table 7. Statistics on Personal Pronouns from Sexism-Related Database

Hate speech (2740)  Non-hate speech (7720)

I 0.33 0.24

you 0.19 0.15
he 0.02 0.02

she 0.05 0.01

we 0.03 0.04
they 0.10 0.07

Note. Based on the database provided at hatespeechdata.com.

 In the analysis of the next variable, personal pronouns, the pronouns 
“I” and “you” were most commonly detected in both groups. Both pro-
nouns were slightly more often applied in the hate speech group than in 
the group free of vulgarity or disparaging speech. One may deduce that 
such a trend indicates a higher proportion of direct hate speech, confront-
ing two actors of a message, rather than commenting on a third party.
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Conclusions

The research has shown that hate speech needs further definition in both 
international law and linguistics. Furthermore, it has demonstrated the 
need for interdisciplinary analysis of content by human linguists with spe-
cial training and familiarity with the legislative frameworks of a given lin-
guistic area, as the possibilities offered by linguistic algorithms are still 
limited. The quantitative analysis revealed various patterns and features 
that may be observed in hate speech, while the qualitative study provided 
a more profound understanding of those language items in context. The 
corpus chosen for the study was screened mainly for sexist content; as the 
literature on the subject suggests, such research can be conducted for any 
group prone to discrimination. 
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